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Abstract In this article, we study the residual-based a posteriori error estimates of the two-
grid finite element methods for the second order nonlinear elliptic boundary value problems.
Computable upper and lower bounds on the error in the H'-norm are established. Numerical
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1 Introduction

The purpose of this article is to study the a posteriori error estimates of the two-grid finite
element methods for the following second order nonlinear elliptic boundary value problems
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{Eu:—V~F(x,u,Vu)+g(xa“’V“):Oin 2, (1.1)

u=0 on 052,

where §2 is a convex polygonal domain in R? with the boundary 352. We assume that
F(x,y,2): 2 xR' xR?> - R?and g(x, v, 2) : 2 x R! x R — R! are smooth functions
and that (1.1) has a solution u € HO1 (£2) N W22H€(2) for some € > 0. The smoothness
requirements on those functions will be given in detail later.

There are some important numerical results available for (1.1). Xu [43] proved the
existence and uniqueness of the finite element approximations under the assumption u €
HO1 (£2) N W22t€(2) for some € > 0 and derived the optimal error estimates in the L?-
and W'-?-norms. In particular, Xu [43] proposed some two-grid finite element algorithms to
solve (1.1) and derived the convergence estimates to justify the efficiency of these algorithms.
Verfiirth [39] presented a general framework to derive the residual-based a posteriori error
estimates in the H '-norm for the finite element solutions of (1.1). Demlow [26] studied the
residual-based pointwise a posteriori error estimates for gradients of piecewise linear finite
element solutions of (1.1). Gudi et al. [28] and Bi et al. [17] analyzed the a priori and a
posteriori error estimates of the sp-discontinuous Galerkin methods for (1.1), respectively.
Bi and Ginting [15], Bi and Wang [16] studied the a priori and a posteriori error estimates
of the finite volume element method for (1.1), respectively. Bi and Ginting [14] studied the
global superconvergence and the postprocessing-based a posteriori error estimator of the
finite element method for (1.1).

Foraspecial equation of (1.1) with F (x, u, Vu) = a(x, u)Vuand g(x, u, Vu) = g(x), we
refer the reader to [21,27,32,33] for the finite element method, to [23,35] for the mixed finite
element method, to [9-11,22] for the finite volume element method and to [12,13,29,30] for
the discontinuous Galerkin methods.

Two-grid finite element methods, based on two finite element spaces Sy and S;, on one
coarse grid H and one fine grid &, were first introduced by Xu [43—46] to solve the nonsym-
metric linear and nonlinear elliptic problems. In the two-grid finite element methods, firstly,
we use the standard finite element method to solve the nonlinear problems on the coarser
space Sy and obtain a rough approximation ug € Sg. Secondly, based on ug, we solve a
linearized problem on the fine grid to get a corrected solution u” € S,. A remarkable fact
about this technique is that the space Sy can be extremely coarse, compared with S, to
still maintain the optimal accuracy on the fine space. This means that solving a nonlinear
equation is not much more difficult than solving a linear equation, since dimSy < dimSy,
and the work for solving u g is relatively very small.

Later on, the two-grid methods were further investigated by many authors, for instance,
Xu and Zhou [46] for eigenvalue problems, Axelsson and Layton [4] for nonlinear elliptic
problems, Dawson et al. [25] for the finite difference method for nonlinear parabolic equa-
tions, Utnes [38] for Navier—Stokes equations, Marion and Xu [34] for evolution equations,
Wu and Allen [42] for the mixed finite element method to solve coupled reaction-diffusion
systems, Bi and Ginting [10,12] and Bi et al. [18] for the finite volume element method and
the discontinuous Galerkin finite element method for the nonlinear elliptic problems. Guo et
al. [31] for the superconvergent two-grid methods for elliptic eigenvalue problems. Now the
two-grid methods have been shown to be efficient techniques for solving nonlinear problems
of various types.

A posteriori error estimates of the finite element method have been studied extensively
in the past several decades and some important results have been achieved. We refer the
reader to the monographs [2,6,8,36,40] and the references therein for an extensive survey
of the vast amount of research in this field, many of which were concentrated on the linear
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problems. For the a posteriori error estimates of the nonlinear problems, we refer to [9,11,13,
14,26,33,39,41] for details. Note that in those articles mentioned above, the higher regularity
assumptions on the exact solutions of the nonlinear problems were required in the analysis of
the a posteriori error estimates, which were used to guarantee the existence and uniqueness
of the finite element approximations of the nonlinear problems.

In the application of the two-grid finite element methods to solve the nonlinear problem in
practice, we require an accuracy verification of the numerical approximation. It is well known
that the a posteriori error estimator allows us to monitor whether a numerical approximation
is sufficiently accurate, even though the exact solution is unknown. This motivates us to study
the a posteriori error estimates of the two-grid finite element methods.

To the best of our knowledge, the a posteriori error estimates of the two-grid finite element
methods for the elliptic problems have not been studied previously. In this article, we study
the a posteriori error estimates of two different two-grid finite element methods for a special
case of (1.1) and (1.1), respectively. We propose two computationally easy residual-based
a posteriori error estimators of the two-grid finite element methods. Under the assumption
that the coarse grid of size H is sufficiently small, we develop the global upper and lower
bounds on the error in the H'-norm for the two-grid finite element methods. Note that the
assumption that the mesh parameter is sufficiently small is reasonable, which guarantees the
existence and uniqueness of the finite element approximation of (1.1), see [43] for details.

The organization of this article is as follows. In Sect. 2, we introduce some notation,
formulate the finite element method and the two-grid finite element methods for a special
case of (1.1) and (1.1), and give some lemmas used in the subsequent analysis. In Sects. 3
and 4, we propose the residual-based a posteriori error estimator of the two-grid finite
element method for the special equation of (1.1) and (1.1), respectively, and derive the global
upper and lower bounds on the error in the H'-norm. Section 5 provides several numerical
experiments to confirm our theoretical findings. Finally, in Sect. 6, we summarize the main
results of this article and draw some conclusions.

2 Two-Grid Finite Element Methods
2.1 Nonlinear Elliptic Problems

Throughout this article, C denotes a generic positive constant, which may be dependent on
the solutions of the nonlinear elliptic problems but is independent of the mesh parameter and
may be different at different occurrences.

For integer m > 0 and real number 1 < p < oo, we employ the standard notation for the
Sobolev spaces W7 (§2), with the norm | - [|,x, p, 2 and the seminorm | - |, . 2 [1,19,24].
In order to simplify the notation, we denote W2(£2) by H™ (£2) and skip the index p = 2
and §2 whenever possible, i.e., we will use ||[ulln,p.2 = lullm,p, ltllm,2,2 = lull, and
llullo = |lu#||. The same convention is used for the seminorms as well. In addition, the space
H} () is defined, as usual, by H] (£2) = {v € H'(£2) : v=0 on 3£}. In what follows,
the symbol | - | will denote the area of a domain, and (-, -) denote the L2(£2) inner product.

In this article, we admit the same assumptions on F(x, y, z) and g(x, y, z) as those in [43].
We assume that the functions Fj(x, y,z),i = 1,2, and g(x, y, z), are twice continuously
differentiable with respect to the variables y, z, and that (1.1) has a solution u € H(} £2)N
W22t€(2) for some € > 0. Moreover, for a given constant C; > 0, there exists a constant
M, > 0 such that
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_max (IDyFLIDyFL, Do Fl, [Dyygl, IDycgl, IDocgl) < My Q.1
xef2,|y|=Cy.|z|=C)

Furthermore, for any w € WLoo(2), we denote

a(w) = D, F(x,», Vo) € R¥>2 b(w) = DyF(x,», Vo) € R?,
c(w) = D, g(x, w, Vo) € R?, d(w) = Dyg(x,w, Vo) € RL,

The linearized operator £ at w (namely the Fréchet derivative of £ at ) is then given by
L (w)yv ==V - (a(@)Vv + b(@)v) + c(w) - Vv + d(w)v.

Following [43], we maintain two basic assumptions to guarantee that u is an isolated
solution of (1.1):

— For the solution of (1.1), a(u) is a symmetric and uniformly positive definite (SPD)
matrix in £2, i.e., o
aoltl? <&Tawi, &eR’xe®, 2.2)

for some constant ag > 0,
- L' () : HO1 (2) > H () is an isomorphism. (A simple sufficient condition for this
assumption to be satisfied is —V - b(u) + d(u) > 0, see [43] for details).

For convenience of exposition, we introduce two parameters &, and §; as in [43]

5 — 0, it D;F(x,y,2) =0, D,.g(x,y,2) =0
2711, otherwise

and

5 — 0, ifé=0, Dy;F(x,y,2) =0, Dy,g(x,y,2) =0
1= 11, otherwise.

If o = 0and §; = 1, (1.1) is mildly nonlinear for which
Lu=—-V-(a(x,u)Vu+ B(x,u)) +y(x,u) - Vu+ g(x,u).
If 5 = 61 =0, (1.1) is semilinear for which

Lu=—-V - (a(x)Vu+ B(x,u)) + g(x, u).

Problems (1.1) arise in several areas of applications. Keeping u € W22 (£2) in mind,
from the Sobolev embedding inequality ||u||1.c0 < Cllull2,2+e¢ < C2, we know that the
following examples satisfy (2.1), (2.2) and can be treated with the technique presented in this
article.

1. The stationary heat equation with convection and nonlinear diffusion coefficient:
F(x,u,Vu) = B(x,u)Vu, gx,u,Vu)=p(x) - Vu+ f(x),

where B = (b; j)z‘2 j=1 is a bounded uniformly positive definite matrix, b;;(x, y),

Dyb;j(x,y) and Dyyb;;(x,y) are bounded and continuous on 2 x [—Ca, Cy] for all
i,j €{1,2}.
2. The equations of prescribed mean curvature:

F(x,u, Vu) = (14 |[Vul>)"V2Vu, g(x,u, Vu) = g(x).
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3. Bratu’s equation:
F(x,u,Vu) =Vu, g(x,u,Vu)=2xre", A1 >0.
4. A nonlinear eigenvalue problem:
F(x,u,Vu)=Vu, gk,u,Vu)=iu—u*, 1>0, «=>2.
The weak formulation of (1.1) is
Find u € H} (£2) such that A(u,v) =0, Yv € H} (£2), (2.3)
where
A(u,v) = (F(u, Vu), Vv) + (g(u, Vu), v).

Here and hereafter, we do not specify the dependence of the functions F and g on x.

2.2 Finite Element Method

For the polygonal domain £2, we consider a conforming triangulation 7;, consisting of closed
triangle element K such that 2 = U keT, K, where h = maxgc7;, {hk}and hg is the diameter
of the triangle K. Moreover, we assume that 7}, is shape regular [19,24]. We denote by 52
the set of all interior edges of 7j,. To formulate the finite element approximation, conforming
linear finite element space associated with 7, is defined as

Sy ={vn, € C(22) : vp|g is linear for all K € 7, and vy|s0 = O).
Then the finite element approximation of (1.1) is
Find u;, € S such that A(uy, vy,) =0, Vv, € Sy,. 2.4
Existence and uniqueness of the solutions of (2.4) have been proved in [43].

Lemma 1 ([43]) For sufficiently small h, the finite element Eq. (2.4) has a solution uy,
satisfying
lu — upll,00 < Ch? (2.5)

for some o > 0. Furthermore there exists a constant v > 0 such that uy, is the only solution
satisfying lu — upl.00 < o

Next, we state the error estimates of the finite element solution uj, in the W'-P- and
L?-norms which have been developed in [43].

Lemma 2 ([43]) Assume thatu € W22T€(82), € > 0, and uy, € Sy, are the solutions of (1.1)
and (2.4), respectively, that satisfy (2.5). Then,

lu —uplly., < Ch, ifueW*P(2), 2<p<oo,
lu —unllo., < Ch?, ifu € WHP(R2), 2<p < oo,
for sufficiently small h.
We introduce the bilinear form A’(w; -, -) induced by £'(w), for fixed w,
Al(w; u, v) = (a(@)Vu + b(w)u, Vv) + (c(o) - Vu + d(w)u, v). (2.6)

The next lemma constructs a relationship between the bilinear form induced by £’ (w) and
A(-, -), which serves as an auxiliary tool for later analysis.
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Lemma 3 ([43]) For any v, vy, x € Hj (£2),
Avi, x) = A, x) + A" (v; v — v, x) + R(v, v, X). (2.7)
Thus uy, € Sy, solves (2.4) if and only if
A’ u—up, x) = R, up, x), x € Sh-
Denoting e, = v — vy, the remainder R satisfies
IR, v, ) < Clenll§ oy + 8211Venll§p + SillenVenllo ) Vxllog.  (2.8)

Sfor any v and vy, satisfying ||v||1,00 + [|Vn]|1,00 < M2, with given M> > 0, and C depends
on My, and1/p+1/qg=1,p,q > 1.

Since £/ (u) : HO1 (2) > H () is an isomorphism, we have the following result on
the bilinear form A’(u; -, -), see also [43], whose proof can be found in [5].
Lemma 4 Assume that u is the solution of (1.1). For each v € HOl (£2), we have
A'(u; w, v)

[lolli <C  sup
0£veHL () ol

The following well-known trace theorem can be found in [3].

Lemma 5 ([3]) For each w € H! (K) and E € 0K, there exists a constant C independent
of hg such that

lollf.z < Chg'llollg.x +hklIVoll§ ). YK € Th.

2.3 Two-Grid Finite Element Methods for Nonlinear Problems

In this subsection, we present two different two-grid finite element algorithms to solve the
nonlinear elliptic problems as in [43]. The basic mechanism in these algorithms is to construct
two shape-regular subdivisions of £2, 7y and 7, with different mesh sizes H and h(h < H).

The corresponding finite element spaces are Sy and Sj,, which will be called coarse and
fine space, respectively.

2.3.1 A Simple Two-Grid Method for Mildly Nonlinear Equations
We first present a simple two-grid finite element method for the following mildly nonlinear
equations with homogeneous Dirichlet’s boundary condition

Lu=—-V-(x(x,u)Vu+ B(x,u))+yx,u) -Vu+g(x,u) =0, in £2. 2.9

This equation is a special case of (1.1) (§, = 0) with F(x,y,z) = a(x,y)z + B(x,y)
and g(x,y,z) = y(x,y) - 7+ g(x, y). We assume the early assumptions on (1.1) hold for
(2.9). In particular, the functions «(x, y), B(x, ), Y (x, y) and g(x, y) are twice continuously
differentiable with respect to the second variable y. And for the solution of (2.9), a(x, u) is
a symmetric and uniformly positive definite matrix in £, i.e.,

aolé? < ETa(x,u)e, £ecR:xe, (2.10)

for some constant g > 0.
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The weak formulation of (2.9) is
Find u € H}(£2) such that A(u,v) =0, Vv € H} (), (2.11)
where
A, v) = (@@)Vu + B@), Vv) + (¥ () - Vu + g(u), v).

Here and hereafter, we do not specify the dependence of the functions «, 8 and y on x.
The finite element approximation of (2.9) is

Find uj, € S; such that A(uh, vy) =0, Vv, € Sp. (2.12)

As a special case of (1.1), we know that Lemmas 1 and 2 also hold for (2.9).

Next, we present a two-grid finite element method, proposed in [43], for the mildly
nonlinear Eq. (2.9), which reduces the nonlinear problem (2.12) to a SPD linear prob-
lem and a nonlinear system of smaller size. For this purpose, we define, for w, u,v €
Who@) N HL(2)

As(a); u,v) = (¢(w)Vu, Vv),
and
An(@; u,v) = (B(@), Vv) + (y (@) - Vi + g(u), v).

The following Algorithm 1 is the precise statement of the two-grid finite element method
for solving (2.9).

Algorithm 1 Two-grid finite element method for (2.9) [43]
1. Find uy € Sy such that

A(MH, vH) =0, VUH € SH-
2. Find u” € Sp, such that

AS(”H; uh, vp) +AAN("‘H; ug,vp) =0, Yv, €8y

The following error estimate has been developed in [43].

Lemma 6 ([43]) Assume u € W22T€(22), e > 0, and uy, u" € Sy, are the solutions of
(2.9), (2.12) and Algorithm 1, respectively, we have for H < 1

lup —u"|l; < CH?.

According to Lemmas 2 and 6, in order to obtain the optimal approximation for the solution
of Algorithm 1, it suffices to take H = O(h'/?).

The lemma below gives a stability estimate of the two-grid finite element approximation
u" in the W1-°°(£2)-norm.

Lemma?7 Let u € W22t<(Q2) N HO1 (2) and u" € S), be the solutions of (2.9) and
Algorithm 1, respectively. Then, there exists a constant C independent of h such that for
H = 00", 1= 1/2, [u" 100 < C.
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Proof Using the triangle inequality, Lemma 1, the inverse inequality [24], and Lemma 6, we
have
" 11,00 < lutll1,00 + 1l = unll1.00 + un — u"]11.00
< lull.co + C + Ch™ Juy — "Iy
< llulli.co + C+ Ch  H?.

The desired result follows from the embedding theorem [19], ||u||1,c0 < Cllull2,2+¢, and

H=00h"),un=>1/2. O
2.3.2 Correction by One Newton’s Iteration on Fine Space
The following two-grid finite element method proposed in [43] applies to the general non-

linear Eq. (1.1). In this method, we use the coarse grid approximation as an initial guess for
one Newton iteration on the fine grid.

Algorithm 2 Two-grid finite element method for (1.1) [43]
1. Find uy € Sy such that

A(ug,vyg) =0, Yvyg € Sy.
2. Find u” € Sy, such that

Al ul o) = Ay upg, vp) — Awg, vp), Yoy € Sp.

Next we state the error estimates in the H'-norm and in the W'-*-norm for the two-grid
finite element method for (1.1) developed in [43].

Lemma 8 ([43]) Assume uy,, ul € Sy, are the solutions of (2.4) and Algorithm 2, respectively,
we have for H < 1

llup —u"|l] < C(H* + 81 H? + 8,H%), u e W),
lup — u"|[1.00 < C(H* + 81 H> + 83H?)|Inh|, u e W>»®(R).

Remark 1 From Lemmas 2 and 8, we know that the optimal rate of ||u — ul||; for the two- grid
finite element method for (1.1) can be achieved by employing, respectively, H = O(h!/?)
fordr =1, H=0OMh'3) fors, =0,8; = 1and H = O(h'/*) for 8, = 8; = 0.

The following error estimate in the W !-#-norm for the two-grid finite element method for
(1.1) will be used in the a posteriori error analysis.

Lemma 9 Assume u € W2*(2) and u" € S), are the solutions of (1.1) and Algorithm 2,
respectively, we have for H < 1

i —utllia < Ch+ Ch™2 (H* + 8B + 8, H?).
Proof By the triangle inequality, the inverse inequality [24], Lemmas 2 and 8, we get
i =114 <l —unlla + llun — u®[]14
< Ch+Ch™3|juy — u"|]y
< Ch+Ch™>(H* + 8, H + 8, H?),

which completes the proof. O
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3 A Posteriori Error Estimates of Algorithm 1

In this section, we propose the residual-based a posteriori error estimator of Algorithm 1 for
(2.9) and derive the computable upper and lower bounds on the error 1 — 1" in the H'-norm.

3.1 A Reliable Bound on the Error of Algorithm 1

In this subsection, we develop the computable upper bound on the error u —u” in the H'-norm
of Algorithm 1 for (2.9).

We first introduce the jump of a vector-valued function across the interior edge, which will
be used in the definition of the residual-based a posteriori error estimator. Let E be an interior
edge shared by elements K+ and K ~and ¢ be a vector-valued function, that is smooth inside
each element K*. g& denote the traces of ¢ on E taken from within the interior of K=,
respectively. Then, the jump of g on E is given by [q] = ¢* - ng+ + g~ - ng-, where ng=
denote the unit outward normal vector of d K+, respectively.

The following lemma states some estimates for the Scott-Zhang interpolation function
which preserves homogeneous boundary condition.

Lemma 10 ([37]) For each v € HO1 (82), there exists a function vl e Sy such that for any
K e 71, E €&,

1
I I I 2
071 < Clivll, v = v llo,x < Chgllvlliegs v —v"llo,e < Chillvlliwg

where wg = Ugng2pK' and op = Ugnp2gK.
The following lemma plays a key role in the a posteriori error estimation.

Lemma 11 Assume thatu € W22€(2), € > 0, and u" € Sy, are the solutions of (2.9) and
Algorithm 1, respectively. Then for the error u — u" and v € HOl (£2), we have

@@V —u), Vo) =1 + -+ I, (3.1

where

n=73 /K(—V-(a(umwh+ﬁ(uH>)+y(uH)~wH+g(uH)) (v —v')dx,

KeT,

> / le(um)VuJ(v —vhds, Iz = (@) — a@ug))Vu", Vv),
oVE

Eeg;

Iy = (Bu) — B(up), Vv), Is=(yw)-Vu—y@pn) Vup,v),

le = (g(u) — g(un), v),

I

and v’ is the Scott-Zhang interpolant of v given in Lemma 10.
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Proof With the help of (2.11), we write (o (1) V(1" — u), Vv) as follows

(a@)VW" —u), Vv)

= (oz(u)Vuh, Vv) — (a(u)Vu, Vv)

= (@)Vu", Vv) + (B@), Vv) + (y ) - Vu, v) + (g(u), v)

= (@Vu", V(v —v") + (Bw), Vv —v'))
+ () - Vu,v—vD) + (g@w), v —v) + (@) Vu®, Vol)
+ (Bw), Vo' + (y () - Vu, v") + (g(u), v')

= (@) Vu", Vv —v") + Bun), Vv —v")
+(y(un) - Vug,v—v") + (gug), v —o")
+ (@) — aum))Vu", Vo —v") + (Bw) — Bun). Vv —vh)
+ (@) Vu—yupn) Vug,v—v")+ (gw) — gun), v—1")
+ @) Vu", voly + (Bw), V') + (y (@) - Vu,v") + (g), v'). 3.2)

Since v — v! € Ho1 (£2), applying Green’s formula to the first and the second terms on the
right-hand side of (3.2) gives

(a(upg)Vu, Vo —vh)) = — Z / V- (o) Vu (v — v1)dx
K

KeT,
+ ) /[[a(uH)Vuh]](v—vl)ds. (3.3)
EeE) E
and
(Blur), V=) ==V Bun),v—". (3.4)

From Algorithm 1, we know that
(@@m)Vu", Vo' + (Bun), Vo) + (v (un) - Vuy + gun), v') =0.  (3.5)
Then, substituting (3.3), (3.4) into (3.2) and using (3.5) yield
(@@)V " —u), Vv)
=y /K (V- @um)Va + ) + ywn) - Vun + g ) @ = v')dx

KeT,

+ ) /;[a(uH)Vuhﬂ(v —vl)ds + (@) — a(uy))Vu", Vv)

Eeé‘,?
+(Bwm) — Buy), Vo) + (y(m) - Vu — y(uy) - Vuy, v)
+ (W) —glun),v),

which completes the proof. O

Motivated by the above lemma, we introduce locally computable quantities which will be
used in the definition of the residual-based a posteriori error estimator.
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Definition 1 On each element K € 7, and each interior edge E € & 0 define the element
residual and the edge jump by, respectively,

Rix = Rigw") = =V - (@up)Vu" + Bur)) +yun) - Vuy + gun),
Jg =W = [a@y)Vu"]g
and define the local error estimators 71,z (K) and n, 5 (E) by
m.r(K)? = W\ Ruk 1] ko ms(E) = hellJell} g

Define the global error estimators by

me=| Y mr(K?*| . ms=|> mE?

KeT, E€E)

In order to simplify the notation, we shall use the concept of “higher order term” (%.0.t.)
as in [20]. From Lemmas 2 and 6, we know that ||z — u"||; < Ch for H = O(h*) with
> 1/2. It is reasonable to denote the term that tends to zero faster than % by h.o.t..

We are now in position to develop a reliable estimate up to a higher order term (/.0.t.) for
the error u — u” in the H'-norm of Algorithm 1 for (2.9). For this purpose, we will estimate
the terms on the right-hand side of (3.1) separately.

Theorem 1 Assume that u € W221€(2), ¢ > 0 and u" € S, are the solutions of (2.9) and
Algorithm 1, respectively. Then, we can choose H = O(h**), u > 1/2 such that

e — u"|ly < C(nig +n1.) + hoot..

Proof It follows from Cauchy—Schwarz inequality and Lemma 10

| = Z/KRLK(U_UI)dx

KeT,
1 1
2 2
2 2 -2 12
< Do mkrRikiGe | | D rlv—v"15 4
KeT, KeTy
< Cm rllvl- (3.6)

The estimation of I, is obtained by using Cauchy—Schwarz inequality, Lemmas 5 and 10 in
the following calculation

Li=Y fEJI,E(v_vl)ds

Ee&))

1
> elloellv — v llo g

Ee&))

IA

Bl
Bl—

IA

2 —1 1,2
> hellhellf g > ngt =115

Eeg)) Ee&))
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1
2

-2 12 112
=m0 (I = v 1B + 1o = "1 4 )
KeT,

= Cmylvll. (3.7
From Cauchy—Schwarz inequality, Lemmas 7 and 2, we have
I3 < Cllu"l100llu = ug|l [0l < CH?{|v]]). (3.8)
Similarly, we can get the estimation of /4 and /¢
4] + 6] < Cllu —ugll vl < CH?[v]|1. (3.9)
For the term /s, from the triangle inequality, we have
5] < |(y@) - V(u—up), )|+ [((y@) — y@n)) - Vug, v)|. (3.10)

From Green’s formula, |y’ (y)| < C and |u|1,c0 < C|lul|2.2+c < C, we get

[(y) -V —ug),v)| =|(Vu—uy), y@)v)| = —ug, V(y @)v))|
S lu—ugllly@vl < lu—ugll ly @, clvl

< Cllu—ugll lvli < CH*[v]y. (3.11)

Since ||ug||1,00 < C, the estimation of the second term on the right-hand side of (3.10) is
similar to /3 in (3.8). Then

|Is| < CH?||vl|s. (3.12)

Letting v = u" — u in (3.1). Then from (2.10), the equivalence of || - ||; and | - |1 in HO1 (£2),
(3.6)—(3.9) and (3.12), we have

llu—u"lli < COn g +mi.g) + CH?.
The desired result follows since H? is a h.o.t for H = O(h*), i > 1/2. O

3.2 A Lower Bound on the Error of Algorithm 1

In this subsection, we derive the lower bound on the error u — 1" in the H!-norm of Algorithm
1 for (2.9). For this purpose, we introduce the oscillations of the residual R g and the jump
J1,E over the element K and the interior edge E

osci g(K) = hg||Ri,xk — Ri kllo,x and

1 _
osci,j(E) = hpllJi.e — J1El0.E,

where ﬁl,K is the average of Ry x over K and 71,5 is the average of J1 g on E, which are
respectively defined as

_ 1 — 1
R],K:—/ Ry kdx, Jig=— Ji,gds.
K| Jk he Jg

We denote the total oscillations by

Nl—=

0sc] = Z oscl(K)2 ,

KeT,
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where
oscl(K)2 = oscl,R(K)2 + Z OSCL](E)Z.
EedkK

Remark 2 From Lemmas 2 and 6, we know that ||u —u”||; < Chfor H = O(h*), u > 1/2.
In contrast to this estimate, oscy, oscy, g tend to zero faster than O(h) and are also higher
order terms, see p. 2506 in [20] for details.

In order to localize the error estimate on a triangle K € 7j,, we employ the bubble function
as in [40]

be — 27hk, 1Ak 2 Kk 3, on K,
K=o, on \K.

where Ak 1, Ak 2, Ak, 3 denote the barycentric coordinates associated with K. Furthermore,
given two triangles K and K’ (such that wg = K U K) sharing an interior edge E, we set

4)»[(’/()\[(71', on K,
bg = { 4rk/ 1Ak’ m, on K,
0, on 2\wg,

Ak .k and Ak ; are the barycentric coordinates associated with K with Ag xAg ; = 0 on
9K\ E. The functions Ak ; and Ak, are such that Ags jAgs , = 0 on dK'\ E. These bubble
functions possess the following properties.

Lemma 12 ([40]) The functions bx and bg satisfy the following properties:

1. supp(bx) C K, bx € [0, 1], and ma[?bK(x) =1;

X€

9 2 -1
bgdx = —|K|~hk%, |Vbkllo,x < Chyg lbkllo.x;
K 20
2

2. supp(bg) C wg, bg € [0, 1], and max bg(x) = 1; / bgds = —hg,

XEWE E 3

1 _
/ bpdx = glel ~h%; IVbEllo.w, < ChEl||bE||0,wE-
WE

From Lemma 12, we get the following estimates which will be used in the subsequent analysis

IV(bk Rik)lo.x = IIVbkllo.|R1. kx| < Chigllbk o,k |IR1 k|
< Chi'llbk Rikllo.x < Chig' IR kllo.k (3.13)

1beT1,EN0,0p = I1PEN0,0x[J1,E] < ChelJ 1 E] < Ché”j],EHO,Es (3.14)
and
VBT 1L EN0.0p = [IVDE0,0p1T1,E]l < ChE 1PEN0.0p 1T 1,E]
— ChE'be T Ellowe < Chp*IT1sllos,  (B15)

where (3.14) is used in the last inequality in (3.15).
First, for the element residual R g, we have the following lower bound.
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Lemma 13 Assume that u € W22t€(2), € > 0, and u" € S, are the solutions of (2.9) and
Algorithm 1, respectively. Then, there exists a constant C > 0 such that

n1,R(K)? < Cllu —ul|§ g + Cllu —upl[g x + Coscr r(K)?, VK € Tj.
Proof By the triangle inequality,

hi IRy kllo,x < hkllRikllo,x + osci g(K). (3.16)

Thus, we only estimate A | |§1, & |lo,x in the following. By the properties of bg in Lemma
12, the definition of R g, Green’s formula and

(@@)Vu + ), V(bk R1 &) + (y () - Vu + g(), bg R1.x) = 0

we get

%HE,KH%,K = (Ri,k. bk R1.x)
= (Ri,k,bkRi k) — (Ri,xk — Ri.k, bk R1 k)
= (=V - (@um)Vu" + Bun)) +yun) - Vuy + gun), bx R1 k)
—(Ri,k — Ri.x,bkRi k)
= (@) Vu" + Bupg), V(bg Ry k)
+ (y(up) - Vug + gup), bx R k) — (Ri,k — Ri,x, bk Ri k)
= (ap)Vu" — a@)Vu, V(bg R1 )
+ (Bun) — B(w), V(bk R1 k)
+(y(up) - Vug —y ) - Vu,bg Ry k)
+ (g(up) — g(u), bx R1.xk) — (Ri,k — Ri,k, bk R1 k)
=S+ 8+ S3+ 84+ Ss. (3.17)
From Cauchy—Schwarz inequality, Lemma 7 and (3.13), we have
151 < [(@(un) — @) Vu", Vbg Ry x)| + [(@@)V@" —u), V(bg R1.))|
< Clu"10ollu — upllo.x IV (bx R1.x)lo.x + Clu — u" |1 x|V bk Ry, 1)llo.x
< ChEI llu — umllo,x|IR1,kllo,x + Ch}1 lu — u"|1 kIR & llok - (3.18)

Keeping (3.13) in mind, using the method to estimate /4, I5s and I in the proof of Theorem 1,
we have

121 + 1831 + IS4l < Chig'lu — upllo.x IRy llo.x- (3.19)
Using Cauchy—Schwarz inequality and max,cx b(x) = 1, we get
ISs| <IIR1.x —R1.x llo.x|Ibk Ri &k llo.x <|IR1.k —Rikllo.x|[Rikllo.x.  (3.20)
Combining (3.18), (3.19), (3.20) with (3.17) yields
hilRikllo.x < Cllu —u"lli.x + Cllu —upllo.x + Chgl|Rk — Rikllox-

The desired result follows from (3.16) and the above inequality. ]

Lemma 14 Assume thatu € W22€(2), € > 0, and u" € Sy, are the solutions of (2.9) and
Algorithm 1, respectively. Then, there exists a constant C > 0 such that for E = 9K N 9K’
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M. (E)* < Cllu —u"|[} ,, + Cllu — uy|[§,, + Cosci g(wr)* + Coscy y (E)?,
where wg = K UK, oscy g(wg)?> = osci r(K)? + osci r(K')?.
Proof Using the triangle inequality once more,
BN Ello.e < hEIT 1 Ello.e +oser, s (). (321)
Next, we only estimate hé | |71, Ello,E. By the properties of bg in Lemma 12,

2 — . —
§||J1,E||(2),E = (e, beJ1E)E+ (J1,E— J1,E.bEJ1LE)E. (3.22)
Using Cauchy—Schwarz inequality and max,ecq, bg(x) = 1 to get

|(J1,e — J1E.beJ1LE)El < I1T1.E — JiElloEllT 1 El0.E- (3.23)

Since bEjl,E € H(} (wg) C H(; (£2), we have

(@@)Vu+ Bw), Ve 1, E)ws + (v () + W), bgJ 1,E)ws = 0. (3.24)
Using [B(up)]e = 0, the definition of J; g, Green’s formula and (3.24), we get

(J1.£:bEJ1.E)E

= ([a(um)Vu"], bgJ 1 E)E

= ([e(um)Vu" + Bum)]. bET1.E)E

= (@) Vu" + Bun), VOET1E) o
+ (Vi - @) Vu" + Buw)), beT 1 E)wg

= (a(up)Vu" + Bun), VeI E)wp + (v un) - Vuy + gn), bEJ 1 E)oy
+ (Vi () Vu" + Bup)) — y(un) - Vg — gun). beJ 1wy

= (@) Vu" — a@)Vu, V(eI £y + (Bn) — Bu), V(eI 1E)wg
+(y(up) - Vug —y W) - Vu,bpJ 1 E)wy + (@un) — gW), beJ 1, E) oy
+ (Vi - @um)Vu" + Bur)) — yun) - Vuyg — gn), bpJ1,£)w;

=T+ DL+ T3+ T4+ Ts, (3.25)

where and hereafter Vj, - f is the function whose restriction to K is V - f.

Using Cauchy—Schwarz inequality, (3.15), (3.14) and the method to estimate S;, 1 <i <4
in (3.17), we obtain

IT1 < Ch 2l — g 1171 £ o2 + Ch 2 Nl — wstllowg 70 ll06:  (3.26)
and
|12 + T3] + | T4| < Ch;% = umllo.wgl1T1,Ell0.E- (3.27)
By Cauchy—Schwarz inequality and (3.14),
ITs| <11V - () Vi + Blum) =y (um) - Vur = gum)llo.op 1bET1.E] 0.0
< Ch,%gllvh aum)Vu" + Bum) — yun) - Vug — g@mlo.w:171.E0.E-

(3.28)
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Combining (3.22), (3.23), (3.25), (3.26), (3.27) with (3.28) yields

1 1
[ ., [
hpllJ1Elloe < Cllu — u" 1,0z + Cllu —unllo,ws; +hpllJ1,E — J1,Ell0.E

+ Chgl||Vi - (@) Vu" + Bum)) — yun) - Vug — gumllo.wp-
(3.29)

The desired result follows from (3.21), (3.29) and Lemma 13. ]

Now, we present the lower bound on the error u — u” in the H'-norm of Algorithm 1 for
(2.9).

Theorem 2 Assume thatu € W>2t€(2), € > 0, and u” € Sy, are the solutions of (2.9) and
Algorithm 1, respectively. Then, we can choose H = O(h*), u > 1/2 such that

Mg+ <Cllu—u"l|) +ho.ut. (3.30)

Proof Summing K over 7, in Lemma 13 and from Lemma 2, we get

M g < Cllu —u"|IT+ Cllu —upg|* + Cosci g
< Cllu —u"|[{ + CH* + Cosct . (3.31)
Similarly, from Lemma 14, we have
iy < Cllu—u"|If + Cllu — upl)* + Cosci

< Cllu —u"||3 + CH* + Cosc?. (3.32)

For H = O(h*), u > 1/2, H? is a higher order term compared with /. Since osc| g and
oscy are h.o.t., the desired result follows from (3.31) and (3.32). m]

From Theorems 1 and 2, we know that 11 g + 11, can be used as the a posteriori error
estimator of Algorithm 1 for (2.9).

4 A Posteriori Error Estimates of Algorithm 2

In this section, we develop the computable upper and lower bounds on the error u — u” in

the H'-norm of Algorithm 2 for (1.1).

4.1 A Reliable Bound on the Error of Algorithm 2

The following lemma plays a key role in the derivation of the upper bound on the error u — u"

in the H'-norm of Algorithm 2 for (1.1).

Lemma 15 Assume thatu € W2*(2) and u” € Sy, are the solutions of (1.1) and Algorithm
2, respectively. Then for the error u — u" and v € HO1 (£2), we have

A u—u" vy =01+ + 0s, 4.1)

@ Springer



J Sci Comput (2018) 74:23-48 39

where

01= ), / (V'F(uh,Vuh)—g(u",Wh)) (v —vl)dx,
K

KeT,
Qr=-) /[[F(uh,wh)ﬂ(v—v’)ds,
Eeg) E
03 =d wyu—u", vy —a (up;u—u, 0",
Os=d upiu—up,v')—a W u—uy, v,
Os = R(u,uy, vI) — R(u, uh, v’) + R(u, uh, V),

and v! is the Scott-Zhang interpolant of v given in Lemma 10.

Proof Since v, v! € HO1 (£2), from (2.3) we have A(u, v) = A(u, v') = 0. Then, it follows
from (2.7) that

h Au, v) — A", v) + R(u, u", v)

—A(uh, v) + R(u, uh, v)

—A(uh, v—v)) + Au, vl) — A(uh, v[) + R(u, ul, v)

=—AW", v—v))+ A (u;u—u", ") = Ru,u", v") + Ru, u", v)
—AW", v =0+ [A/(u; u—ul" vy — Alug;u—u”, v[)]

A u—u

, V)

+ A g u—u" 0"y — R, u", vy + R(u, u", v). (4.2)
From Algorithm 2 and (2.7), we have

Alug;u—u, vy = Ay u, v — Ay u", 0"
= AGum;u,v") = A ug, ') + A, o'
=A@ugiu—up, v+ Ay, v
=Aug;u—ug,v)— A u—ug, v
+ A u—ug, v+ Ay, vl)
= [A/(uH; u—ug,v) — A u—up, vl)]
+ AGu, v + R(u, up, v")
= [A’(MH;M —ug, v — A u—ug, vl)]

+ R, up,vh). (4.3)
Substituting (4.3) into (4.2) yields
A u—u"v)y=—AW", v—0v) + [A’(u; u—ul vy — Alug;u—u", vl)]
+ I:A/(MH; u—up,v')—A'usu—up, v’)]

n [R(u,uH,vI)—R(u,uh,v1)+R(u,uh,v)]. (4.4)

@ Springer



40 J Sci Comput (2018) 74:23-48

Applying Green’s formula to the first term on the right-hand side of (4.4) gives
—A(uh, v—o! )

- Z / F(uh,Vuh)~V(v—vI)dx—/ g, Vuy(v — v)dx
K 2

KeT,
> / (v PG, vl —g(uh,Vuh)) (v — v!)dx
KeT, K
-y / [F@", vu")] (v — v!)ds. 4.5)
Ee&) E
Combining (4.4) with (4.5) completes the proof. ]

Motivated by the above lemma, we introduce locally computable quantities which will
be used in the definition of the residual-based a posteriori error estimator of Algorithm 2 for

(1.1).

Definition 2 On each element K € 7;, and each interior edge E € £, define the element
residual and the edge residual by, respectively,

Ryk = Rox (") =V -Fu", vu") — g”, vul),
hog =D pw" =[Fu", vu")]g

and define the local error estimators 72 g (K) and 12 ; (E) by

m.r(K)? = hil|Rokllg k. m2.0(E) = hg|lJell g

Define the global error estimators by

me=| Y mrE?| . ns=|Y mi(E?

KeTy EcE)

We are now in position to develop a reliable estimate for the error u — u” in the H'-norm
of Algorithm 2 for (1.1). For this purpose, we will estimate the terms on the right-hand side
of (4.1) separately.

Theorem 3 Assume thatu € W2*(2) and u" € S, are the solutions of (1.1) and Algorithm
2, respectively. Then, we can choose H = O(h"*), where n > 1/2if 8 = 1; u > 3/8 if
8 =0and ) = 1and un > 1/4if 5o = 81 = 0 such that

lu —u"|ly < Cna.g +12.9) + hont..
Proof The estimation of Q1 and Q> is similar to (3.6) and (3.7), respectively
[01] < Cn.rllvlli,  1Q2] < Cna gllvlli. (4.6)

For the third term Q3, we rewrite it as follows
03 = Al u—u" o'y — Aup;u—u" 0"
= (@) = aum) V(= ") + (bw) = bup) @ —u"), Vo' )

+ (e = cwm) - Vi —u") + @@ = dwn) @ —u"), "), @)
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Using integral form of Taylor’s formula, we write

aw) —a(uy) = D, F(u,Vu) — D, F(up, Vupy)
=D, Fu—up)+ D FV(u—up), (4.8)

where X

1
Dzyf=/ D,y F(v(1))dr, DZZF=/ D F(v(t))dt, (4.9)
0 0

with v(t) = (upg +1(u —up), Viug +1(u—up))).
Similarly, we get

b(u) — b(ug) = Dyy’l':(u —ug)+ Dysz(u —ug). (4.10)
c(u) —c(up) = Dygw —upy) + D8V (u —up), 4.11)
d() — d(up) = Dy B — ug) + Dy 3w — up), (4.12)

where Dny, Dyzf, D8, D8, Dyyg and Dy g are defined as Dzyl? and D_.F in (4.9).

Recalling the definitions of §, and §; and noticing that the two terms containing a (1) —
a(up) and c(u) — c(upy) in (4.7) will disappear if 6, = §; = 0. Substituting (4.8), (4.10)—
(4.12) into (4.7) and applying Holder’s inequality, we get

5 I h I
1031 < Cllu —upglloallu —u"lloallv It + C8illu —uglliallu —u*lloallv' |1
h I
+Cohllu —uglliallu —u”llrallv 1. (4.13)

Using Lemmas 2, 9 and 10, we have
|03] < CH? (h +h0 (H 4 8 H +82H2)) lvlly
+C(© -3 (H* 3 2
|+ 8)H (h+h™2 (H* + 8 H> + 8,H?)) |Ivlly
<Cch <H6 £ 5 H +82H4) vl
1

+CG1 +8)h~3 <H5 + 8 H* +82H3) il +hotllolll.  (4.14)

Similar to the estimation of Q3, we can get

Q4] < Cllu —uglloallu —uglloallvlli + Corillu —upllyallu —uglloallvlh
+Collu —ugllrallu —ugllallvll
< C(H*+ 8 H>+85H?) vl (4.15)

Applying (2.8), Lemmas 2, 9 and 10, we can get the estimation of Q5

|0s| < [RGu, up, )|+ R, u", ")+ R, u", v)|
< C(lu—upll§4+ 81l —uplloallu —upllie +8lu —unll Hlvih
+C(u — u" 1§ 4 + 81l — uloallu — u" |14 + S2llu — u" 1T DIIVIL
< C(H*+ 8 H + 8:H?) |vlly + C (K> +h~" (H® + 8T H® + 83 H*)) |IvIly
< C(H*+ 8 H> +8H?) vl
+Ch™" (H® + 8THO + 83 H*) |[vll1 + h.o.t.][v]]1. (4.16)
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From (4.1), (4.6), (4.14)—(4.16), we get

A(u;u—ul,v) _1{ 6 5 4
T <COpr+mn,y)+Ch 2 (H + 6 H +52H)

+CO1+8h 3 (HO 4811 + 6,1
+C (H* +81H + 8,H?)
+Ch™' (H® + 81 H® + 83H*) + h.o.t.. 4.17)
Choosing H = O(h*), u > 1/2if 6o = 1; u > 3/8if 8o = 0,61 = 1; and p > 1/4if
8y = &1 = 0, the second, third, fourth and fifth terms on the right-hand side of (4.17) are
h.o.t. Then
A, u—u", v)
BTN < C(m.r+m.y)+hot. (4.18)
1
The proof is completed from Lemma 4. O

If the solution u of (1.1) has higher smoothness, u € W22 (£2), the choice of H for
82 = 0,81 = 1 can be improved as H = O(h*), u > 1/3.

Theorem 4 Assume thatu € W= (2) andu” € ), are the solutions of (1.1) and Algorithm
2, respectively. Then, we can choose H = O(h'*), u > 1/3 for 8, = 0 and 81 = 1 such that

llu —u"||1 < Cpa.r +12.7) + heo.t..

Proof The estimation of Q1, Q2, Q4, Q5 are the same as those in the proof of Theorem 3
with a simple modification with §o = 0. For the term Q3, we have from (4.7), Holder’s
inequality and Lemma 8 that

1031 < Cllu —ugllillu —u"[I1 sollv” Il
< CH(llu — unll1,00 + llun — u" |11 0)0]]1
< CH(h+ H*|Inh)|lv||

< CH*Inh| [|v|li + h.o.t.||v]]. (4.19)
The first term on the right-hand side of (4.19) is also a h.o.t. for H = O(h*), u > 1/4.
Noting that for H = O(h*), n > 1/3, Q4 and Qs are also the h.o.t.. Then we have
A, u—u",v)
T < COn.r +m2.) +hot., (4.20)
1

which completes the proof from Lemma 4. O

4.2 A Lower Bound on the Error of Algorithm 2

In this subsection, we present the lower bound on the error u — u" inthe H'-norm of Algorithm
2 for (1.1), whose proofs are analogous to those in Sect. 3.2. For sake of completeness, we
present the main steps in this subsection.
Asin Sect. 3.2, for the residual R» k and the jump J> g over the element K and the interior
edge E, we define the oscillations oscy g (K), osca,y (E) and the total oscillation oscs.
First, for the element residual R> x, we have the following lower bound.
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Lemma 16 Assume that u € W**(Q2) and u" € S, are the solutions of (1.1) and
Algorithm 2, respectively. Then, there exists a constant C > 0 such that

n,r(K)?* < Cllu — u" ||} g + Cosco r(K)?, VK € Tj. (4.21)
Proof Similar to (3.16), we have
hillR2kllo,x < hilIR2,kllo,x + 0sca,r(K). (4.22)

Thus, we only estimate g | |§2,K [lo,x in the following. Similar to (3.17), we have

9 _ _
%HRZ,KHé,K = (F(u, Vu) — Fu", Vu"), V(bxk Ro, k) k

+ (g, Vu) — g(u", Vu"), bx Ry k)
—(Rk — Rok, bk R k)k
= Ri+ R+ R3. (4.23)

We note that by integral form of the Taylor’s formula, we write
F(u, Vu) — Fu", Vu"y = F, (u —u") + F, V(u — u"), (4.24)

where .

1
fy:/O D, F(v(1)) dt, FZZ/O D, F(v(r))dt, (4.25)

with v(t) = (up + 1t — u"), V(u, + t(u — u"))), and Dy F and D, F are the Jacobian
of F(y,z). Using this representation, appealing to (2.1), Cauchy—Schwarz inequality and
(3.13), we get

IRi| < Cllu —u" |l x IV (bk Ro.x) ll0.x
< Chigllu —u" 1.k [1R2.k Mo,k - (4.26)

Using similar representation for g(y, z), we estimate
|Ra| < Cllu — u"ll1,k bk Ra.k lo.x < Cllu — u" 1, x | R2.kllo.k- (4.27)
Using Cauchy—Schwarz inequality and max,cg b(x) = 1, we get
|R3| < [|R2.x — Ra.kllo.x [1R2.k 0.k - (4.28)
Combining (4.23), (4.26), (4.27) with (4.28) yields
hil[Ro.xllo.x < Cllu — u" |1k + Chil|Ra.x — Rakllo.x- (4.29)
It follows from (4.29) and (4.22) that
hilIRokllo.x < Cllu —u"|l1,x + Cosea, g(K). (4.30)

Squaring on both sides of (4.30) completes the proof. O

Lemma 17 Assume that u € W2%(Q2) and u" € S, are the solutions of (1.1) and
Algorithm 2, respectively. Then, there exists a constant C > 0 such that for E = 9K N 0K’

m.y(E)* < Cllu —u"|[7 ,, + Cosca g(wg)* + Cosca s (E)?, 431

where wg = K U K’, osca gr(wg)? = o0sca, r(K)? + osco, g (K')?.
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Proof Similar to (3.21), (3.22), (3.23) and (3.25), we have

1 1
hipllJ2.ello,e < hillJ2,Ello,E + 0sca g (E), (4.32)

2 _ _ _ _
§||12,E||(2),E = (Jo,E,beJ2,E)E + (U2, — 2 E, bEJ2E)E
< (Jog,bEJ2E)E + 1T2.E — J2.Ell0.EIlT2,Ell0.ES (4.33)
and

(Jo.e bET2E)E = (FW", Vu") — F(u, Vu), V(bgT2,E)) ey
+(g", Vi) — g(u, Vu), bpT2.£)wy
+ (V- F", vy — g, V), bg T £) oy
= R+ R2 + Rs. (4.34)

Using (4.24), Cauchy—Schwarz inequality and (3.15), we obtain
_1 _
IRil < Chy” lu —u"|1.p [ T2.Ello.£- (4.35)
By Cauchy—Schwarz inequality and (3.14), we have
1 _
|Ra| < Chllu — u"11.wp 11T2.£l0.£- (4.36)
and
1 _
R3] < Chp||Vh - F", Vi) — g ", Vu")lo.wg |72, l0.E- (4.37)
Combining (4.33)—(4.36) with (4.37) yields
0T h h h h h
hipllJ2ello,e < Cllu —u® |l ,wp + Chel|Vi - F@", Vu") — g, Vu')llo,0x
1
+hillJoe = JelloE. (4.38)
Applying Lemma 16, from (4.32) and (4.38), we can obtain the desired result. O

Based on Lemmas 16 and 17, we immediately get the following theorem, whose proof is
similar to that of Theorem 2 and we omit it here.

Theorem 5 Assume that u € W2*(2) and u" € S), are the solutions of (1.1) and
Algorithm 2, respectively. Then, we have

m.g + 1.7 < Cllu —u||) + hoo.t.

From Theorems 3 and 5, we know that 2 g + 12,y can be used as the a posteriori error
estimator of Algorithm 2 for (1.1).

5 Numerical Experiments
In this section, we present three numerical examples to illustrate the performance of the error

estimators that have been analyzed earlier. Our focus is to observe the ability of the error
estimates to imitate the convergence behavior of the exact errors in the H'-norm.
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Table 1 A posteriori estimates of the Algorithm 1 for the first example

H h llu —uplly n1,R n,J n1 Ry

9.0909e—-2 1.0000e—2 2.9964e—3 1.2723e-3 3.5015e-3 4.7739e—3 0.62
7.6923e—2 6.9444e—3 2.0105e—3 8.3588e—4 2.4200e—3 3.255%—-3 0.61
6.6667e—2 5.1020e—3 1.4510e—3 5.9635e—4 1.7805e—3 2.376%¢—3 0.61
5.8824e—2 3.9063e—3 1.1140e—3 4.4967e—4 1.3699¢—3 1.8195e—3 0.61
5.2632e-2 3.0864e—3 8.5476e—4 3.5008e—4 1.078%e—3 1.4290e—3 0.59
4.7619e—2 2.5000e—3 6.904%9¢—4 2.7954e—4 8.6876e—4 1.1483e—3 0.60

In all examples, we use the same true solution
u(x1, 02) = x7 In(xp)x3 In(xo),

designate the expression of F(x, u, Vu), and set the function g(x, u) to satisfy the partial
differential Eq. (1.1). For the following three examples, the nonlinear elliptic problems are
posed in a domain §2 = (0, 1) x (0, 1), which is partitioned into triangles, resulting a quasi-
uniform mesh with size /. Based on these meshes, the conforming linear finite element space
Sy are constructed.

To solve the nonlinear systems of algebra equations generating by the conforming linear
finite element approximation on the coarse meshes in Algorithms 1 and 2, we shall use a
simple fixed point type iteration method, that is, to write the weak form as to find uzk) € Sn
such that

(A (x, u](qk_l), Vuzk_l)> Vuzk), Vvh) + (B (x, u,&k_l)) u, Uh) = (f, vn),

Yv, € Sy,

where u* ™" is the solution obtained in the previous iteration step. We remark that this type

of linearization scheme deals well with the following three examples.
For the first example, we consider the problem (2.9), a special case of (1.1) with

F(x,u,Vu) = (1 —0.9sin(207ru)) Vu.

The function g(x, u) is independent of # and chosen such that g(x) =V - F(x, u, Vu).

We use Algorithm 1 to solve this problem. The numerical results are shown in Table 1,
where the comparison of the error estimator 1; against the exact error in H '-norm is denote
by

llu — u |l .
Ri=———— mi=nigr+ny, i=12.
ni
Note that the relation H =~ O(h"), r > 1/2 holds. From this table, we can see that the
estimator 77 exhibits the similar convergence behavior as the exact errors in H !_norm.

For the second example, we consider the equation of prescribed mean curvature described
in Sect. 2.1. We use Algorithm 2 to solve this problem. The same meshes are used as those
in the first example. The numerical results are shown in Table 2, from which we can see the
same convergence rate of the a posterior error estimator 7, and the exact error in H'-norm.

For the third example, we consider the following semilinear problem

—Au+ud=f in £,
u=020, on 052.
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Table 2 A posteriori estimates of the Algorithm 2 for the second example

H h llu —uplly n2,R n2,7 n2 R

9.0909e—-2 1.0000e—2 1.0919e—-3 3.0629e—-3 5.5813e-3 8.6442¢—-3 0.13
7.6923e—2 6.9444e—3 6.9382e—4 1.9285e—3 3.5597e—3 5.4882e—3 0.13
6.6667e—2 5.1020e—3 3.5202e—4 9.8019e—4 1.8137e—3 2.793%e—-3 0.13
5.8824e—2 3.9063e—3 2.7134e—4 7.5263e—4 1.3934e—3 2.1460e—3 0.13
5.2632e-2 3.0864e—3 2.1578e—4 5.9323e—4 1.1003e—3 1.6935e—3 0.13
4.7619e—2 2.5000e—3 1.7546e—4 4.7739e—4 8.8642e—4 1.3638e—3 0.13

Table 3 A posteriori estimates of the Algorithm 2 for the third example

H h llu —uplh n2,R m,J n2 Ry

2.1544e—1 1.0000e—2 6.9276e—4 2.3176e—4 3.5720e—3 3.8038e—3 0.18
1.9079%e—1 6.9444e—3 4.7595e—4 1.6016e—4 2.4703e—3 2.6304e—3 0.18
1.7215e—1 5.1020e—3 3.4960e—4 1.1801e—4 1.8196e—3 1.9376e—3 0.18
1.5749e—1 3.9063e—3 2.6791e—4 9.0357e—5 1.3979e—3 1.4882e—3 0.18
1.4560e—1 3.0864e—3 2.1127e—4 7.1499e—-5 1.1035e—3 1.1750e—3 0.18
1.3572e—1 2.5000e—3 1.6977e—4 5.7573e-5 8.889%e—4 9.4657e—4 0.18

We use Algorithm 2 to solve this problem, and the meshes are generated with 4 ~ H3. The
numerical results are shown in Table 3, which also confirm our theoretical results.

6 Summary and Concluding Remarks

In this article we established the a posteriori error estimates of two-grid Algorithm 2 and
Algorithm 1 (more simple than Algorithm 2), respectively, for the nonlinear elliptic problems
(1.1) and (2.9), a special case of (1.1). By choosing the coarse mesh-size appropriately, we
derived the global upper and lower bounds on the error # — u” in the H'-norm. Numerical
experiments are also provided to illustrate the performance of the proposed estimators.

Although we derived the global upper and lower bounds on the error u — u’ in the H'-
norm for (2.9) only for H = O(h**), u > 1/2, in the numerical experiments we found n can
also be used as the error indicator of ||u — u”|| for H = O(h'/?). Similar numerical results
were observed for (1.1) for H = O(h*), u = 1/2ifép=1; u =1/3if§ =0and §; = 1
and u =1/4if 5, =6 = 0.

The results in this article can be easily extended to the conforming finite element space
of polynomials of degree r > 2. Moreover, it is not difficult to extend our analysis to the
nonlinear problems with Neumann boundary condition.

In this article, we study the a posteriori error estimates of the two-grid finite element
method for (1.1) under the assumption u € HO1 (£2) N W22He(2) for some € > 0, which
has been used to develop the existence and uniqueness of the finite element approximation
of (1.1) in [43]. The a posteriori error estimates of finite element method for the nonlinear
elliptic problems with lower regularity deserve further study in the future.
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